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Lustre 20 year's Anniversary
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LUG2009: Lustre 10t Anniversary FUjiTSU
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LUG 2011: Single Community FUffTsu

Next steps

nce calls throughout

[

"+ Conduct weekly teleconfere

the process
s to OpenSFS bylaws and

« Draft required change
contributor agreement with input from OpenSFS

and HPCFS participants
— Also require input from those in due-diligence process

har;ges to OpenSFS bylaws and contributor
—— en

h Global eeting mid-May in US with EOFS

intends to join OpenSFS at the

ith board seat e

ngle Community wit

participation
Guarantees the continued preeminence of the
Lustre file system, now and in the future

EOFS & i

European Open File Syémm

Q2

Open Scalable File Sys

toOpenSFStofadlitate
merging HPCFS within OpenSFS

ple. Can we doa
iven the changes in

- o0al to make this sim|
a contributor agreement g

= 1) review contributor agreement
¥ 4 GpL-V2 signoff only? Do we need
the community?

« 2)review patent language - key goalis to cqns_train patent language as mugh as
: ible while meeting our agreed upon principal. Agreed upon pljinc)_pal isto
ect end users of the OpenSFS codebase “stack” from patent litigation from

any participant in OpenSFS
+ 3)Governance model - establish a single board seat to represent adopter and
supporter level participants
— Additional board seats established as adopter and supporter participation grows (as
currently covered in our bylaws)

« 4)Further our close relationship with EOFS via memorandum of understanding
ion and alignment

or other B! t to facilitate improved c

W

W

5
Copyright 2019 FUJITSU LIMITED



2018/6: DDNtEt A IntelDLustreEBXEEZEUL rujisu

CHOOSE

(USTHE

Copyright 2019 FUJITSU LIMITED



From 1SC19 Workshop Slides by Andreas Fuifrstjl1

https://hps.vidio.org/_media/events/201 9/hb-24“‘
iodc—lustre_next_20_years—dilger.pdf
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From 1SC19 Workshop: Lustre - The Next 20 Years  rujirsu

https://hps.vidio.org/_media/events/2019/hpc—
iodc—lustre_next_20 years—dilger.pdf

A Long Time Ago, In A Company Far, Far Away...
About -
Projects D
\{hw l i
‘Relationships conni
@‘“Ct ﬁ AuthorDate
2  Source: http://www.myshared.ru/slide/137795/ - —
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From 1SC19 Workshop: Lustre - The Next 20 Years  rujitsu

https://hps.vidio.org/_media/events/2019/hpc—
iodc—lustre_next_20 years—dilger.pdf

Someone Had A Modest Goal...

! the @ZPP:[es',worfe' /
/v{ﬁ"vzjogéjacleso

Young Andreas!?

Cluster File Systems, Inec¢ ( ;

9 Copyright 2019 FUJITSU LIMITED



From ISC19 Workshop: Lustre - The Next 20 Years  rujitsu

https://hps.vidio.org/_media/events/2019/hpc—
iodc—lustre_next_20 years—dilger.pdf

Someone Had A Modest Goal...
Lustre

The Incer-Galactic File Syscem

Peter J. Braam
braam@clusterfs.com
http://www.clusterfs.com

€Cluster File Systems, Inc ( :

Source: Lustre, The Inter-Galactic File System, Peter Braam, 2002
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From I1SC19 Workshop: Lustre - The Next 20 Years

L
FUJITSU

https://hps.vidio.org/_media/events/2019/hpc—
iodc—lustre_next_20 years—dilger.pdf

And Brought It All Together...

invent

company
information

-+ search

- company information
home

» about hp

> hp in the community

- hp labs

-+ investor relations
newsroom

~+ executive team

Software for Clustered Computmg

File System Software Targeted for Use on
Clusters of up to 10,000 Systems

PALO ALTO, Calif., Aug. 8, 2002

the U.S. Deparlment of Energy's (DOE) National Nuclear
Security Administration (NNSA) to develop and deploy file
system software for Linux clusters.

The joint research and development effort between HP and
NNSA to develop the software, code-named Lustre, is a
three-year project. HP is supplying program management,
development and test engineering, hardware, services and
support to the initiative in a cost-sharing arrangement with
NNSA and the DOE labs, including Lawrence Livermore
Natlonal Laboratory Los Alamos Natlonal Laboratory and
with Cluster File Systems, Inc which is serving as a
subcontractor on the Lustre pm]ect.

Lustre is a high-performance, highly scalable, Linux-based
file system designed to work on large compute clusters that
provide more than 100 teraflops with high demand for
storage and input/output performance. Lustre will be made
avallable initially to each of the DOE labs, mcludung the

based high-performance computing clustef solutlons

- - - v T =
5 sep-2004 Source: The Lustre Storage Architecture, Phil Schwan, 2004

Stelias Computing in Peter Braam's basement

Object-based storage project for Seagate
+ Ethernet-connected HDDs with embedded Linux

+ OBDfs developed from 1999/06 to 2000/03

+ ext2 filesystem split in half with OBD API between
» Basic local-storage |0 functionality demonstrated

Brief interlude at TurboLinux in Santa Fe, NM
CFS formed for ASCI Path Forward 2001/03

* One client+HDDs turned into distributed parallel fs
+ US DOE required larger partners for project credibility
«  Enter HP+Intel for program mgmt., testing, etc. 2002/08

First production use on MCR (#3) at LLNL
* First testing 2002/08, production 2002/11, 1.0 2003/12

Second install HPCS2 (#5) at PNNL in 2003/07
+ Team lived & developed onsite for two weeks

C—FS

Cluster
File
Systems, Inc.

11 Copyright 2019 FUJITSU LIMITED



From 1SC19 Workshop: Lustre - The Next 20 Years  rujitsu

https://hps.vidio.org/_media/events/2019/hpc—
iodc—lustre_next_20 years—dilger.pdf

-(scr 0(
‘1‘0.

). Top500 Cluster

MCR LINUX CLUSTER

LLNL, LIVERMORE, CA
LINUX NETWORX/QUADRICS
R,,..: 5.69 TFlops

*  11.2 Tflops Linux cluster
*\ 1 SILE ol et IHeDinRy B Yoo
* 138.2 TB of aggregate local disk space
e 1152 total nodes plus separate hot spare cluster and development cluster

. 4 GB of DDR SDRAM memory and 120 GB Disk Space per node
2,304 Intel 2.4 GHz Xeon processors

*  Cluster File Systems, Inc. supplied the Lustre Open Source cluster wide file system
115TB capacity, 4.48GB/s peak I/O speed

. Cluster interconnect: QsNet ELAN3 by Quadrics,

A similar cluster with Myrinet connection announced for Los Alamos National Lab,
planned for 2006

Source: From the Earth Simulator to PC Clusters, Desy, SC'02
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From 1SC19 Workshop: Lustre - The Next 20 Years

o)
FUJITSU

https://hps.vidio.org/_media/events/2019/hpc—
iodc—lustre_next_20 years—dilger.pdf

Lustre Performance and Capacity Growth

¢ 10 Perf (GB/s)
m Capacity (PB)

ORNL Frontjer

LANL Trinity (#6)
" NCSA BlueWaters .
Riken K (#1) N ORZL Spider 2 (#1) _ UK MetOffice (#11) —~ —_—
A4 9 b4 " v A 4 rdntier
ASA Plades (1) LLNL Sequbia (#1) ONUDT Tlanhe-Zlgzilst Shaeentl (&7 7 (#8) NSCC Tianhe-2A (#4)
eiades .
I O Pe rf ~ 1 3 6X p e r ye a r ¢ ORNLTitan (1) QroTAL Pangea (#11) PACS Oakforest (#9) Cambridge DataAccel (flash) (#87)
. LLNL aggregate _ TACC Stampede2 (#12)
ANL Mira (#3) DKRZ Mistral (#33) _ A
0 0 S Hazel Hen (#8) Sunway Tal@nght (#1) 0
CEA Tera 100 [#9) LANL Astra (flash)
PNNL NWFs2 ORNL Jaguar (#2) 3TACC Stampede (#6) ANL Theta (#16) ENI HPC4 (#13)
2 TACC Stampede (#6) CSCS Piz Daint (#6) .
CEA Tera 10 (#19) < LANL Trinity (#6) 00
NOAA Gaea (#32) LLNL Sequoia (#1) - TACC Frontera (45)
sandia Red Storm (#6) TiTech Tsubame 1 (#7) o . DKRZ Mistral (#33) —@g ™
ANL Mira (#3) ORNL Spider 2 (#1) NERSCS (flash)
LINL BlueGene/L (#1) @ TACC Ranger (#2) } DKRZ Mistral (#33) u
NERSC Frankiin (#9) Sandia Red Sky (#10) NAA Pleages (#7) NCSA BlueWaters o P ()
NCSA Tungsten (#4] ‘ LLNL aggregate TOTAL Pangea (1 PACS Oaldarest (4) - NSCC Tianhe-2A (#4)
°® U Big Red (#42) = CEA Tera 100 (#9) F Kaust Shaheen Il (47) TACC Stampede?2 (#12)
LLNL Thunder (#2) ORNL Jaguar (#2) Ml TiTech Tsubame 2 {#5) ORNL Tj NUDT Tianhe-2 (#1) i\ KISTI NURION 10
TACC Lonestar (#12) & ad ANL Theta (#16)
sandia Red Sky (#10) [ felo (#6) [} HLRS Hazel Hen (#8)
PNNL HPCS2 (#5) NCSA Abe (#14)
< ORNL Kraken (48) - H €SCS Piz Daint (#6) =]
LLNL MCR (#3) 0 LLNL BlueGene/L (#1) Riken K (#1) LANL Astra (flash)
m TiTech Tsubame 1 (#7) [w] =
- e C ity ~¥1.38
RCC Ranger (2] NSCC Tianhe-1A (#1) a p aci ty 1 X X pe r ye ar
- Sandia Red Storm fs2 (#6) ll——— CEA Tera 10 (#19) nestar (#12) T T T T 1
. PNNLNWEs2  NERSC Franklin (i#9)
Sandia Red Stor! i/lu Big Red (#42)
DOD ERDC Sapphire (#31) LSU Queen Bee (#23)
NCSA Tungsten (#4) i E
i = LLNL Thunder (#2) NCSA Abe (#14) L 01
LLNL MCR (#3) ’
1 .~ .~
S-S HDD Capacity: ~1.32x per year |  Network Speed: ~1.32x per year
200MB/s Quadrics Elan3 HDR IB 20GB/s
120MB 200MB 320MB 640MB 2GB 3GB 4GB 6GB 12GB 16GB L 0.01
2002 2004 2006 2008 2010 2012 2014 2016 2018 2020

Source: Rock Hard Lustre, Nathan Rutman, Cray (with updates for recent years); Disk Drive Prices (1955-2019), John C. McCallum
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From ISC19 Workshop: Lustre - The Next 20 Years  rujitsu

https://hps.vidio.org/_media/events/2019/hpc—
iodc—lustre_next_20 years—dilger.pdf

 Lustre Feature Roadmap

| | Lustre (Lite) 1.0 Lustre 2.0 Lustre 3.0
(Linux 2.4 & 2.6) (Linux 2.6)
2003 2004 2005
Failover MDS Metadata cluster Metadata cluster
Basic Unix security Basic Unix security Advanced Security
File I/O very fast Collaborative read cache | Storage management
(~100's OST's)
Intent based scalable Write back metadata Load balanced MD
metadata
POSIX compliant Parallel 1/0 Global namespace

20 - NSC 2003 Source: The Lustre Storage Architecture, Peter Braam, 2003 €luster File Systems, Inc ( :

14 Copyright 2019 FUJITSU LIMITED



Lustre Roadmap@LUG2009 by Peter Bojanic

http://wiki.lustre.org/images/3/31/PeterBojanic.pdf

Lustre Release Plan

o)
FUJITSU

April 2009

Q4 2009

2011+

Lustre 1.8.0

Lustre 2.0.0 Lustre 2.x Release(s) Lustre 3.0.0
« OST Pools * Server and Client « ZFS Lustre GA » Clustered MetaData GA
+ 0SS Read Cache Restructure for CMD « Improved SMP Scaling, |* Beginning of Other
» Adaptive Timeouts and ZFS » Clustered MetaData HPCS Enhancements

» Version based recovery
(VBR)

* Clustered MetaData
Early Evaluation (No

Early Eval w/Recovery
* Size on MDS

Lustre 3.x Release(s)

T o .
D — Recovery) * Imperative Recovery . S
= . : * Online Data Migration
8_ 8 Lustre 1.8.x Sé?,gﬂg%ﬁss Early » Write Back Cache
o E’ * Simplified Interoperation » Server Change Logs * Proxies
03) ol | with 2.x » Commit on Share
o % * MDS Performance Release in 2.x or 3.x
-— Enhancements Depending on Readiness
S = RHEL 5, SLES 10 . HEM@EEASQFS
B S WRHEL6n 1.8 after RHEL 6 GA RHELS 86, » Windows Native Client
- : SLES 10 & 11 * Security GA

SLES 11in 1.8.x « Network Request Scheduler

* pNFS Exports

» Scalable health monitoring

1.4 EOL is June 2009
1.6 EOL is 12 months after 1.8 GA

Lustre Users Group 2009 "

15 Copyright 2019 FUJITSU LIMITED



From "BlueGene/L Applications, Algorithms and Architectures" o
Works ’]Opr AUgUSt 1 3_1 4! 2002' La ke Tahoe' CA https://asc.IInI.gov/computing_l:elsjolul;lc:essl/J

bluegenel/talks/braam.pdf

Lustre
The Incer-Galactic File Sysiem

Peter J. Braam

braam@clusterfs.com
http://www.clusterfilesystems.com

Cluster File Systems, Inc ( :

16 Copyright 2019 FUJITSU LIMITED



From "BlueGene/L Applications, Algorithms and Architectures"

Works

nop: Lustre The Inter-Galactic File System

bluegenel/talks/braa

o)
FUJITSU

https://asc.linl.gov/computing resources/

n.pdf

" Key requirements

" = 1/0 throughput — 100's GB/sec
= Meta data scalability — 10,000's nodes, ops/sec, trillions of files
= (Cluster recovery — simple & fast
= Storage management — snapshots, HSM
= Networking — heterogeneous networks

= Security — strong and global

€Cluster File Systems, Inc ( .
2 6/6/2002 4

17 Copyright 2019 FUJITSU LIMITED



From "BlueGene/L Applications, Algorithms and Architectures"

Works

nop: Lustre The Inter-Galactic File System

o)
FUJITSU

https://asc.linl.gov/computing resources/

bluegenel/talks/braam.pdf

" The first 3 years. ..

" m 1999 CMU — Seagate — Stelias Computing
= 2000 Los Alamos, Sandia, Livermore:
= need new File System
= 2007 Lustre design to meet the SGS-FS requirements?
= 2002: things moving faster
= Lustre on MCR (1000 node Linux Cluster — bigger ones coming)

= Lustre Hardware (BlueArc, others coming)
= Very substantial ASCI pathforward contract (with HP & Intel)

3 6/6/2002

€Cluster File Systems, Inc ( :

18
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From "BlueGene/L Applications, Algorithms and Architectures"

Works

nop: Lustre The Inter-Galactic File System

" Approach

" m Initially Linux focused
= Was given blank sheet
m Learn from successes

= GPFS on ASCI White

= TUX web server, DAFS protocol

= Sandia Portals Networking

= Use existing disk file systems: ext3, XFS, JFS
= New protocols

= InterMezzo, Coda

\
Cluster File Systems, Inc (
4 6/6/2002 4

o)
FUJITSU

19 Copyright 2019 FUJITSU LIMITED



From "BlueGene/L Applications, Algorithms and Architectures"

Works

O
hop: Lustre The Inter-Galactic File System FUJITSU

Security and
Resource 3

Databases - , Meta Data Control

1L

_] Coherence é
£

Clients

Access Control

3
)}, Storage
% Management
e
Q’& [ > ‘?‘
rr S, Object
e
[E Storage
@ Targets

\
Cluster File Systems, Inc (
6 6/6/2002 4

20 Copyright 2019 FUJITSU LIMITED



From "BlueGene/L Applications, Algorithms and Architectures"

o)
Workshop: Lustre The Inter-Galactic File System =

10.000s clients

System & Parallel
File I/O
File locking

Directory Operations,
Metadata &
Concurrency

100’s
Object storage |, Recovery ,| Metadata servers
Targets (OST) File status (MDS)
File creation

Lustre System

€Cluster File Systems, Inc ( .
7 6/6/2002 4

21 Copyright 2019 FUJITSU LIMITED



From "BlueGene/L Applications, Algorithms and Architectures"

o)
Workshop: Lustre The Inter-Galactic File System =

"1/0 bandwidth requirements

" w Required: 100s GB/sec

= (onsequences:
= Saturate 100's — 1000's of storage controllers
= Block allocation must be spread over cluster

= Lock management must be spread over cluster

= This almost forces object storage controller approach

\
Cluster File Systems, Inc ( $
13 6/6/2002

22 Copyright 2019 FUJITSU LIMITED
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Fugaku Update and FEFS (Lustre based File
System) Issues and Directions



rrom DUITT FOSE-K kelated Fresentation by

o)
. FUIITSU
Prof. Ishikawa )

Update on Fugaku =&
Development

Yutaka Ishikawa
Leader, Flagship2020 Project

RIKEN Center for Computational Science
1ISC2019, 2019/06/18, 13:45-14:07

) Om
RIKEN R'ccs

24 Copyright 2019 FUJITSU LIMITED



Update on Fugaku Development(1)

o)
FUJITSU

apoN

Rack

ﬂ 20019/6/17
RIKH

Fugaku

testing and evaluating the machine.
o Ten racks of Fugaku achieve almost the same performance of K computer (864 racks)

A64FX
CPU Architecture (Armv8.2-ASVE SPARC64 VIIIfx
+Fujitsu Extension)

Cores 48 8
Peak DP performance 2.7+ TF 0.128 TF
Main Memory 32 GiB 16 GiB
Peak Memory Bandwidth 1024 GB/s 64 GB/s
Peak Network Performance 40.8 GB/s 20 GB/s
Nodes 384 102
Peak DP performance 1+ PF < 0.013PF
Process Technology 7 nm FinFET 45 nm

RIKEN Center for Computational Science

Performance relative to K computer

25.0

20.0

15.0

10.0

5.0

0.0

20.8

Peak DP Peak Memory Injection Network

Bandwidth

o A Fugaku prototype machine was built in Summer 2018. Since then, Fujitsu has been

2.0
=

Bandwidth

aom
RCCS

©RIKEN

18.1

GF/W

25
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Update on Fugaku Development(2) FUjiTsu

An Overview of Fugaku Hardware .
»2.7 TF x 150k+ = 405+ PF

o| 150k+ node
e Two types of nodes
o Compute Node and Compute & I/O Node connected by Fujitsu TofuD, 6D mesh/torus

Interconnect
e 3-level hierarchical storage system R L
T i T
o 1stLayer fo T T

Casion | ON ke % o e [casion el ON Joee Frontend

« One of 16 compute nodes, called

I o : H H Login Nodes
W e o e O o
Compute & Storage I/0O Node, has SSD et [l (s Sous St
about 1_6 TB m . @ : m Pre/Post Processing
- TIT TT —\ y—‘ Nodes
. Services ' §| N e % T g o e [ LargeHemay Nodes

- Cache for global file system ‘ | |

1/O Network

- Temporary file systems i —

l
- Local file system for compute node L]
\ Shared File Systems
- Shared file system for a job ;';1;;",;[;;";5;';4;3;; """""""
5 @%%%

. Fujitsu FEFS: Lustre-based global file 'j i j _
- 'i

system

o 3 Layer
. Cloud storage services

!m-.u 20019/6/17 RIKEN Center for Computational Science 6

26 Copyright 2019 FUJITSU LIMITED



Fugaku Software Stack (3) FUJITSU

An Overview of System Software Stack cm

v Fujitsu proprietary batch job system with Batch Job and Management
RIKEN power-aware scheduler System

Hierarchical File System

v" FEFS (Fujitsu Exabyte File System)

Lustre-based parallel file system
v" LLIO (Lightweight Layered 10-
Accelerator)
NVMe-based file 10 accelerator

Red Hat Enterprise Linux 8

Parallel Programming Environmen

XMP, FDPS, .. Communication| Application-onented
MPI File /O
File 1O for
Prooe?jslghread Low Level Communication Hierarchical Storage | = =
LLIO

Multi-Kernel System: Linux and light-weight kernel (McKernel)

ArmvB + SVE

p 5
‘i 20019/6/17 RIKEM Center for Computational Science
THHEH

27 Copyright 2019 FUJITSU LIMITED



Update on Fugaku Development(4)

o)
FUJITSU

e Linux kernel on 2 or 4 cores e McKernel

non HPC applications

o HPC applications benefit

Operating System on Compute Node

o System daemons and in-situ - Executes the same binary of
Linux without any recompilation

. One of advantages is that

memory area randomly, may

om
RCCS

» Device drivers McKerrjeI provides much larger
e Light-weight kernel(LWK), page sizes
McKernel on other cores - Applications, accessing a huge

. User may select one of McKernel

configurations without rebooting
daemons HPC Applicati
Linux :
ack S Thin IWI¥ PCEZIN sak,2mM,32M, 16 2M, 512M  2M
: File Sys Gonaral e 1= Process/Thread [ 6ak2m,32M, 16 2M,512M 2M
Driers SCNEaUISE mana=ement management
64K,2M,32M, 1G  2M,512M  2M
LCore, WLPTEN 64K,2M,32M, 16~ 2M,512M  2M
Interrup TILTETIS 64K2M,32M, 16 2M, 512M  2M
- Partition Partition OIS 64K2M,32M, 16 2M,512M 64K
POSIX shm 64K 64K
XPMEM 64K,2M,32M, 1G  2M, 512M 64K
w@ 20019/6/17 RIKEN Center for Computational Science 12
28 Copyright 2019 FUJITSU LIMITED



1 Peta FLOPS System: K computer vs. Post-K  rujitsu

B K computer ® Post-K (Now Fugaku)
M 80x compute racks & 20x disk racks ™ Tx rack w/ SSDs

|

Compute nodes  7,680(=96x80)
10 nodes 4,80(=6x80)
Footprint (m?) 128(=4x32) 1.1

SPARC Linux

More applications as well as
system software will come in
collaboration with
Open Source Community

384

Copyright 2019 FUJITSU LIMITED



IRTEREBI7MIV AT LADRRE (JLUG2016)  rujitsu

B I 7t %EER
m AT AT A ERERE
m BRI/ OALIESRIL
B N PE M e] E
I A-)\BEDI/O I5—PHLE
m (IS -NEERENT7(IV]/0 BREKXTORRE GHE
B RPERFO 7R\ JHN1E
B R<FI%EME L
m 712 AT LMEIR ISR HE
B SEMmEm_ L X979t T-9791tR
m MDSE&TRIbALE: KETJFAINTICABEFEORI T I AL AR 2K T BhLE
B (A1 NS ETEED.) - REE DR H O]
B 7T AN R
B BFEIJOCADTFAIINTICRACEDENDTOTCANKEEEZZTE
B EXEYME E
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The 1st R-CCS International Symposium 18 Feb,2019
"Operation of the K computer and the facility” by Dr. Shoji

[c®)

FU

https://www.r-ccs.riken.jp/R-CCS-Symposium/2019/slides/sh

Computer simulations create the future

Operation of

the K computer and the facility
—_— ——————

Fumiyoshi Shoji (Division Director)
Operations and Computer Technologies Div.
RIKEN Center for Computational Science

‘a |
g Rgg RIKEN Center for Computational Science

ITSU
oji.pdf

31 Copyright 2019 FUJITSU LIMITED



Slide from "Operation of the K computer and the
facility” by Dr. Shoji

(o)
FUJITSU

https://www.r-ccs.riken.jp/R-CCS-Symposium/2019/slides/shoji.pdf

System overview

\r

®

@, L

—r
o/

The K computer
Compute nodes

4 of CPU 82,944

‘ U
Ademory capacity 1.27Ri8 sers

6D mesh/torus network (Tofu)

I/O nodes
‘ﬁf-}
v
Local File System(LFS)
(11PB)

Frontend
Servers

Pre/Post
Servers

Manageme Control
Servers Servers

Global File System(GFS)
(40PB)

32 Copyright 2019 FUJITSU LIMITED



Slide from "Operation of the K computer and the
facility” by Dr. Shoji

c®)
FUJITSU

e
kP
B b

B
|”

5
Wi
te

i

v

Fr2012 FY2013 FY2014 FY2015 FY2016
ElAvailability EEScheduled mainten

Irregu

https://www.r-ccs.riken.jp/R-CCS-Symposium/2019/slides/sh

lar system down

o - 350 —

1n or

o
H 300
1 —

el I‘l E

X - t 3 250 I
] @)
\ :.C..l 200 thunder: 43.0h
I'l Q typhoon: 46.4h

FY2017 H'“L"l'. \ E—

bfll‘wl .'TJ.:I. l|| 'g 150
e - -
R
13 — .
1 [O =
i 50 L
1
\
| . M |
1
\ FY2012 FY2013 FY2014 FY2015 FY2016 FY2017 FY2018
'= (Sep.-Mar.) (Apr.-Jan.)
Y

OLFS OGFS Ojobscheduler @MPI O misc

File system failures (GFS & LFS) are dominant irregular system down

We changed our mind to give priority to resuming service earlier than
investigating the cause of failures since FY2015.

Misc. in FY2018 includes failure of power supply facility due to terrible rain
and wind by typhoon (8/20) and power outage by thunder (6/8).
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LNET Multi-rail Improvement

Tatsushi Takamura and Shinji Sumimoto, Ph.D.

Next Generation Technical Computing Unit
FUJITSU LIMITED  Sept. 24th, 2019
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Backgrounds (FEFS IB Multi-rail) FUjiTSU

B Fujitsu developed FEFS IB Multi-rail and operated on K computer
and other HPC systems for over 7 years | EX10

-—

FX100

K computer

DRIKEN

M B Multi-rail Features:

® High availability even if a single point of IB failure occurs
® High throughput by using multiple 1B interfaces
® Various configurations

*Not only Symmetric connections but also Asymmetric connections
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Backgrounds (Lustre LNet Multi-rail) FUjiTSU

B Lustre community is now developing similar Multi-rail features on
LNet level

® LNet Multi-rail, LNet Network Health, Etc...

B However the development is still going on...

B Therefore, we have evaluated the Lustre LNet Multi-rail assuming
the same features of FEFS IB Multi-rail

¥ In order to give feedback to current LNet Multi-rail implementation

39 Copyright 2019 FUJITSU LIMITED



FEFS IB Multi-rail (presented at LAD14) FUJiTSU

B FEFS Approach: Add IB Multi-rail function
into Lustre network driver (02iblnd).

® All IB I/F on the client can be used to communicate with a server.
® All IB connections are used by round-robin order.
B Continue communication when single point of IB failure occurs.

® All IB connections are used by round-robin order by each requests.
Clients A (lients B (lients A (lients B
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Lustre LNet Multi-rail and LNet Health FUJITSU
B [ Net Multi-rail: Introduced in Lustre 2.10(LU-7734)

® Using multiple interfaces including Ethernet and InfiniBand

B [ Net Network Health: Introduced in Lustre 2.12(LU-9120)

® Detecting network failures of local interface, remote interface, network
timeouts and etc.

® Switching and resending among different interfaces

Flow of IB Multi-rail Flow of LNet Multi-rail
FS Send FS | ?en? l
Reques eques
tl
PHIPC Retry ptirpc Ir--> Retry ~

LNet 1 LNet Select §eiect
Path > Retry 2| path
[ND [n'—t N oty a
" [>elec en otify] |->elec Sen rror S
(02ib)|_Path '>Data'ﬁ Error J L Path J> Dat J Dearg
Error] Erro

The basic idea is the same as FEFS IB Multi-rail
(The difference is LND level or LNet level)
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Overview of LNet Health FUJITSU

B Detecting device status

® A local Network Interface (NI) is marked fatal,
if the device has gone into a fatal

*ex. IB_EVENT_DEVICE_FATAL, IB_EVENT_PORT_ERR ( Hv1t .
B Maintaining health value [T

® Each NI (both local, remote) has a health value (HV) R

® HV is decremented when communications fail and
incremented when succeeds

B Controlling path selection
m Selecting the healthiest local NI by HV
*Fatal NI'is removed from the candidates

® Selecting the healthiest remote NI which belong to
the same network which the local NI connected

remote

® Communicating using the selected Nls
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Summary of Issues and Modifications FUjfTsu

Issue | Description [ Modification

No.T  Unable to detect IB hardware
failure (NI is not marked fatal).

No.2  Decrementing a health (HV)
of normal NI

No.3  Unable to use Multi-rail on
asymmetric Nls

No.4  After recovery of NI failure,
the NI is not used for a while
(1000sec)

We handled IB hardware failure
and a path is selected without
waiting for a HV decremented

We set HV appropriately and
reduced extra resending

We switched switch another
normal NI to avoid for the
system to become unusable

We stopped HV decrement at
recovery processing

to use the Nl in a few seconds
after device recovery
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